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where the matrix ng] is defined as follows:

T
(1335) QY = @ + Hn =V, Hy

To see, we note that under out linear approximation the convolution theorem
provides us with a closed form for the integral term in (13.27):

(1336)  N(zi 2" + Hy oo — Hy 3,Q)
The sampling distribution (13.27) is now given by the product of this nor-

mal distribution and the rightmost term in (13.27), the normal NV (z; @L’“] , Ry).

Written in Gaussian form, we have

(13.37)  p(ay | x[lﬂ,l,u1;t,z1:t,clzt) = 1 exp {— Pt[k] }
with
338 P = |G- - Ha e+ He o QM (o - 2 - Hy o+ H 0]

[k _ L[k
= 2D R (o — )]
This expression is obviously quadratic in our target variable x;, hence p(z; |
;z:[llf]t_l, U1.t, 21:1, C1.¢) is Gaussian. The mean and covariance of this Gaussian

are equivalent to the minimum of P"l and its curvature. Those are identified
by calculating the first and second derivatives of Pt[k] with respect to z;:

8P[k] B X R B X
(1339 - = —HL QM (e — 2 = Ha e+ Hy af) + B - i)
= (HI QM Hy + R Mw — HE QM7 (2 — M + H, &) - B2l
9>p -
(1340) —b- = H] QMY H, + R
t

The covariance chkj of the sampling distribution is now obtained by the in-

verse of the second derivative
1

(1341)  »M = [HzT =1 g, +R;1}

The mean ugﬁ] of the sample distribution is obtained by setting the first
derivative (13.39) to zero. This gives us:
1342)  ul = W HD QM e - 2+ @) + R
= W ET QI - &) + W [ HE O H, + B 6l

= W ET QM (z, — 2[M) 4 2



