Assignment # 1 Due: Mon, Nov. 5, 2001

Stanfod CS 329 Probabiistic Robotics, Fall 2001
Pleasesubmityour answergper Email to thrun@cs.cmu.eudl.

Written Assignment #1

1 Question 1: Biasdness of Particle Filters

In class,we disaussedin length the factthat Monte Carlo Localizaion (and partcle filters) are biasel for
finite samplesets,asaresut of theway partidesareresanpled. In this quesion, you areaskedto quartify
this bias

To simplify things,consder aworld with 4 possiblerobat locations: S = {4, s2, s3, 54}:

1 | 82

83 | S4

Initially, we drav N > 1 sampleauniformly from amongthose locations—-asustal, it is perfectly accept
ableif morethanonesampleis gereratedfor ary of thelocaions S. Let z now be our first actual senso
measuement.Supposehat z is charaterized by the following condtional probabilities:

p(z[s1) = 0.8 p(—z[s1) = 0.2
p(z|s2) = 04 p(—zls2) = 0.6
p(z[s3) = 0.1 p(—z[s3) = 0.9
p(z|ss) = 0.1 p(—zls4) = 0.9

As explainedin class, thes probailiti esare usedto gererateimportancefactas, which are sutsequatly
normalzed andusedfor resamping. For simplicity, let usassumewe only gererateonenewn samplein the
resamiing processyegardiessof N. This samplemight correspor to ary of thefour locatonsin S. Thus,
the samplirg processdefinesa probability distribution over S.

Questiams:

1.1 Whatis theresuting probability distribution over S for this newv sampl@ Answerthis quesion sep-
araely for N = 1,...,10, andfor N = oo. Your answershave to be exact (truncatian errars are
accetabke).

1.2 Whatis theKL divergencebetweerthethose probability distributionsandthe“true” posteior, derved
from Bayesfilters? Again, answerthis quesion sepaatelyfor N = 1,...,10, andfor N = oo. The
KL divemgencebetweenadistribution p anda“true” distribution p is givenby

. . Di
KL(p,p) = Y pilog j
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Again, your answerdhave to be exact(up to truncationerrars).



1.3 Provethecorrectnes of your answerdor N =1, N = 2, andN = oc.

1.4 What modificaion of the probem formulation would guaanteethat the specific estimatorabove is
unhiasedevenfor finite valuesof N? Provide atleas two suchmodificaions (eachof which shout
be sufficient).

Hint: | wrote a deteministic programto calculatesomeof theseresuls.

2 Question 2: One-Dimensional Kalman Filters

In class, we defined Bayesfilter via thefollowing recursve updae equdion:

p($t|U1...t,Z1...t) = p(zt|$t) /p($t|uta$t—1)p($t71|u1...t715zl...tfl) dzi_q

Suppos all variablesz;, z;, andu, (for all t) areonedimensimal continuous variablesin . Furthermae,
assume that both the motion model p(x;|ut, z,—1) andthe pereeptud model p(z|z;) are linear with iid
(idertically independently distributed Gaussia noise

zy = Aug+ By o1+ g
Zt = Cl‘t-i‘ut

wherey; andy, areiid Gaussiamandan variableswith zeromeanandvariarce o, thatis, all i andv; are
distributed accoding to N (0; o) for somefixedo.
Furthemore,let usassumehat the posteior p(z;_1|u1..+—1, 21..+—1) attime¢ —1 is alsonomal distributed,
with meanm andvariane p.

Questims:

1. Provethatthe poserior p(z;|u1..+, 21...¢) iS alsoa Gaussia.
2. Derivetheexactequatonsfor calcuktingthis Gausgn.
Pleasedo not usematrix notaion in ary of thes tasks—thisis not neessary Hint 1: It might male seng

to do the secom questionfirst. Hint 2: You mightcongder consulting the literature on Fourier transfams,
which providesa simpleanswerfor convolving two Normal distributions.

3 Question 3: Beyond Probabilities?

Thekey ideaof probabilistic robatics is to maintan probability distributions over unknown quantties suc
asroba posesandmaps.Canyou imaginesituationswherea probaility distribution might be insufficient
to accuately charaterizethe stateof knowledge? If yes,descibe one If not, argue why no suchsituaion
might exist.



4 Question 4: EM for Mapping Forests

In class, we talked abou how to usethe expedation maximization (EM) algorithm for geneating 3D maps
from rangemeasuremetstakenatknownposes.In thisqueston, you areaskedto derive asimilaralgorithm,
but with two differences:

1.

All sen®r measwementsz; arein a single planeg i.e., we are backto a two-dimersiond mappirg
prodem. Sincethe robot poses are assunedto be known, it may be corveniert to think of z asa
location in z-y spae.

. All objectsin theworld aretreeswith known radius r. Sincethisis atwo-dimensiomal problem, eath

treewill showup asacircle of radius r in thefinal map.

. For simplicity, let usassimethatthe numbe of trees.J is known a priori, andthatthe measuement

noise is Gausgn. In partiaular, thereis no needto consder othersoucesof noise or objeds othe
thantrees.

Your questons:

P w0 b E

Provide (and derive) the geneative model.
Whatis the expededlog likelihood thatis being maximized in EM? Pleaseprovide aderivation.
Derive all neeessaryequations for the E-step.

Lay outyour solution for the M-step. If you cant find a closed form solution, you might provide an
algarithm for improving the map(this is knownasGeneralzedEM).

Suggesion: You might wantto useor Tom Mitchell’'s book Machine Learning (McGraw Hill 1997) or the
pape at

http://mww.cs.cmu.edutthrun/papergthrun.3D-EM. html

asa staring point. Simply follow the outline of the math provided there and modify it to accanmodate
circular objectswith radius r.

Good luck!



